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Abstract 

The OpenGIS Catalogue Services (CS) specification defines a set of ab-
stract interfaces for the discovery, access, maintenance and organization of 
metadata repositories of geospatial information and related resources in 
distributed computing scenarios, such as the Web. The CS specification 
also defines a HTTP protocol binding, which is called “Catalogue Services 
for the Web” or CSW. A fair description of CSW is a remote catalogue in-
terface over the HTTP protocol, but not over the architecture of the main-
stream Web where search engines are the users’ gateway to information. 
This paper identifies some aspects of CSW that difficult the findability of 
metadata in the Web, and hence, the discovery of resources. This paper 
also presents a toolkit that exposes as Linked Data the content of metadata 
repositories offered through CSW with the purpose of improving the dis-
covery of metadata records in search engines. 

1 Introduction 

A catalogue is a system that helps publish, query and retrieve items of in-
formation in a systematic way. The OpenGIS Catalogue Services (CS) 
specification provides discovery, access, maintenance and organization in-
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terfaces for metadata catalogues of geospatial information and related re-
sources, and allows users to find information in distributed systems (Ne-
bert et al. 2007). The CS specification defines a HTTP protocol binding 
named Catalogue Services for the Web (CSW).  Spatial Data Infrastruc-
tures (SDIs) use CSW as one of the gateways to their geospatial resources. 
An example of the relevance of CSW is the recommendation issued in the 
context of INSPIRE  by the INSPIRE Network Services Drafting Team 
(2008) to SDIs in European Union to derive the base functionality of dis-
covery services from the ISO profile of CSW defined in Voges et al. 
(2007).  

However, CSW is not properly prepared for the mainstream Web where 
search engines are the users’ gateway to information. Some features of the 
infrastructure for the discovery of information in the mainstream Web are: 
• Search engines try to browse and index Deep Web databases. Sur-

facing Deep Web content is a research problem that concerns the search 
engine community since its description by Bergman (2001). The term 
Deep Web refers to the database content that is behind Web forms and 
applications. From this point of view, SDI metadata repositories are 
hidden behind catalogue applications; therefore, SDI metadata is part of 
the Deep Web. Hence, the findability in search engines depends on the 
success of crawling processes that require the analysis of the Web inter-
face, and then the automatic generation of queries. 

• Applications ask for Linked Data. The Linked Data community, 
which has blossomed in the last three years, promotes a Web of data 
based on the architectural principles of the Web (Bizer et al., 2008). 
Linked Data is a set of best practices to publish, share and connect data, 
information and knowledge using URIs that are resolved to Resource 
Description Framework (RDF) documents. RDF is a W3C recommen-
dation for modelling and exchanging metadata (Miller et al., 2004). Ac-
cording to Bizer et al. (2009), in May 2009, the approximate amount of 
information released under this practice amounts to 4,700 million of 
RDF statements connected by 142 million of links and a growing num-
ber of relevant nodes. 

• Evolution of metadata vocabularies. Well known metadata 
vocabularies have evolved to models based on RDF with an emphasis in 
the linking of metadata descriptions. The abstract data models of Dublin 
Core Metadata Initiative (DCMI) and the Open Archive Initiative (OAI) 
have evolved side of the RDF data model. This process has resulted in 
abstract models based on the RDF data model (Nilsson et al. 2008; 
Lagoze et al. 2008) that empathizes the use (and reuse) of entities rather 
than plain literals as the value of properties. This evolution enables the 
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effective hyperlink of metadata and traverse queries using query lan-
guages and protocols, such as SPARQL (Seaborne et al., 2008). 
This paper identifies three drawbacks in CSW in relation with the de-

picted scenario:  
• The protocol is hard to crawl by standard Deep Web crawlers. 
• The remote procedure call style for accessing metadata is orthogonal to 

the linked data approach. 
• The support of association links between metadata in queries is limited.  

The most relevant consequence is that metadata published by SDIs have 
become part of the Deep Web content not surfaced by search engines. 
Therefore, the resources offered by SDIs are more difficult to be discov-
ered in the mainstream gateway to information.  

This paper proposes republishing CSW catalogues as Linked Data to 
make their content easily accessible for search engines and machine-to-
machine applications aware of the Web of data. This paper also proposes 
the CSW2LD toolkit for republishing SDI metadata. The mission of the 
toolkit is to expose the content of standard CSW catalogues as Dublin 
Core metadata conform to the RDF data model and the principles of 
Linked Data. 

The structure of this paper is as follows. Section 2 identifies related 
work. Section 3 presents CSW and the above drawbacks. Section 4 dis-
cusses the general approach that the CSW2LD toolkit follows to map cata-
logue information models to the RDF abstract data model. Section 5 de-
scribes the CSW2LD toolkit for publishing metadata. Finally, the 
conclusions review the ideas presented and sets the next research goals. 

2 Related work 

This section presents related work in the geographic information domain 
about the use of semantic descriptions and search engines in catalogue sys-
tems, and presents some publishing tools of the Linked Data community 
related with CSW2LD. 

Egenhofer (2002) proposes the use of the Semantic Web to face prob-
lems of semantic heterogeneity in geo-resource discovery. Studies on geo-
spatial catalogue usability, such as Larson et al. (2006), identify as a poten-
tial improvement the use of semantic techniques for knowledge description 
and discovery. Some authors have considered the use of search engines. 
For example, the approach of Oates et al. (2007) is to provide metadata en-
coded in KML about resources and make the KML files discoverable 
through Google search. 
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There is a variety of Linked Data publishing tools. Many of them are 
services that publish the content of relational databases as Linked Data 
(Bizer et al., 2009). Large geographical information providers are investi-
gating how Linked Data and other Semantic Web technologies can assist 
the diffusion of geographic data. For example, Ordnance Survey is devel-
oping datasets in RDF and publishing them using the Linked Data princi-
ples (Goodwin et al. 2009). The Linked Data community has an increasing 
interest in the geospatial databases. In particular, the LinkedGeoData pro-
ject maps OpenStreetMap data into linked data (Auer et al., 2009), and the 
GeoNames ontology describes the content of the GeoNames database 
(Vatant et al., 2007).  

Haslhofer et al., (2008) is the only directly related work found in the lit-
erature but it does not belong to the geo community. It proposes a server 
that wraps the metadata protocol for digital libraries OAI-PMH (Lagoze et 
al. 2002), exposes metadata as Linked Data and provides metadata access 
via a SPARQL endpoint.  

 

3 Catalogue Services for the Web 

CSW defines the interaction between a catalogue client and a CSW server 
that exposes the contents of an opaque catalogue. Request and response 
messages must conform to the CSW specification or to application profiles 
derived from it. 

3.1 The context 

CSW is the HTTP protocol binding of the OpenGIS Catalogue Services 
(CS) specification. The CS specification defines interfaces for the man-
agement, the discovery and the access to collections of metadata about 
geospatial information resources. The management interface supports the 
ability to administer and organize collections of metadata in the local stor-
age device. The discovery interface allows users to search within a cata-
logue and provides a minimum query language. Finally, the access inter-
face facilitates access to metadata items previously found with the 
discovery interface. The CS specification also defines an abstract informa-
tion model that includes a core set of shared attributes, a common record 
format that defines metadata elements and sets, and a minimal query lan-
guage called CQL. 
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Additionally to the HTTP protocol binding, the CS specification in-
cludes binding implementation guidance for the application protocols 
Z39.50, a pre-Web protocol widely used in digital libraries, and 
CORBA/IIOP, a remote procedure call specification in a niche of relative 
obscurity (see Henning 2008). 

3.2 Request and response example 

CSW is quite complex. For example, the operation GetRecordById 
fetches representations of metadata records using the identifier of the 
metadata in the local metadata repository. The parameter elementSet-
Name, if used, establishes the amount of detail of the representation of the 
source record. Each level of detail specifies a predefined set of record ele-
ments that should be present in the representation. The predefined set 
name full represents all the metadata record elements. By default, the 
operation GetRecordById returns a metadata record representation that 
validates against the information model of the metadata repository. The pa-
rameter outputSchema allows user agents to request for a response in a 
different information model, and the CSW implementations must support 
at least the representation of the common information schema defined in 
the CSW standard. 

Figure 1 shows a sample GetRecordById request for a metadata re-
cord available in IDEE, the SDI of Spain, and the corresponding response. 
The request URI identifies the location of the CSW server, the operation, 
the identification of the metadata record (parameter id), the amount of de-
tail of the representation (parameter elementSetName), and the output 
schema (parameter outputSchema). The XML response consists of a 
<GetRecoredByIdResponse> element that contains a record that 
conveys the information of the source metadata. When a <SummaryRe-
cord> element is the conveyor, the retrieved representation contains a 
summary of the original metadata record. The value of the output schema 
identifies the subset that conforms to the common information schema de-
fined in the CSW standard. 
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Fig. 1: Sample CSW GetRecordById request and response. 

3.3 Identified drawbacks 

CSW is undoubtedly useful to enable the discovery and access to geo-
graphic information resources within the geographic community (No-
gueras et al, 2005). However, it presents the following drawbacks: 
• Mismatch with operational model of Deep Web crawlers. The search 

engines have developed several techniques to extract information from 
Deep Web databases without previous knowledge of their interfaces. 
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The operational model for Web crawlers, described in Raghavan (2001), 
based on (1) form analysis, (2) query generation and (3) response analy-
sis is widely accepted. It models queries as functions with n named in-
puts X1..Xn. where the challenge is to discover the possible values of 
these named inputs that return most of the content of the database. This 
approach is suitable for CSW HTTP GET requests. However, the con-
straints are encoded in a single named input as a CQL string (see Nebert 
et al. 2007), or an XML Filter (Vretanos, 2004). This characteristic is 
incompatible with the query model of the Deep Web crawlers. Re-
searchers working for search engines, such as Google (see Madhavan et 
al. 2008), discourage the alternative operational model that consists in 
the development of ad-hoc connectors as non-sustainable in production 
environments. 

• RPC approach to access metadata. Metadata repositories are behind a 
proprietary RPC from the point of view of other communities. CSW 
does not define a simple Web API to query and retrieve metadata. Some 
communities that potentially can use CSW are accustomed to simple 
APIs and common formats. For example, many geo mashups and related 
data services (see Turner, 2006) use Web APIs to access and share data 
built following the REST architectural style (Fielding, 2000) and the vi-
sion of Berners-Lee et al. (2001) about the Semantic Web. These APIs 
are characterized by the identification of resources by opaque URIs, se-
mantic descriptions of resources, stateless and cacheable communica-
tion, and uniform interface based on the verbs of the HTTP protocol in 
opposition to the RPC style. 

• Queries limited to same record properties. The field based query 
model of the CS specification does not define the support for associa-
tions in the CQL or Filter syntax. CSW application profiles may de-
scribe the support of associations. For example, the ISO application pro-
file (Voges et al. 2007) supports the linkage between services and data 
instances. However, the linkage is based in the equality of literal values 
of properties such as MD_Identifier.code, and the profile does 
not extend the CQL and the XML Filter syntax. Hence, association que-
ries require being decomposed in parts. For example, in a metadata re-
pository where metadata records about data and services instances are 
linked, a query that returns the services that serves data created by a 
producer requires (1) to query initially about the data created by this 
producer, (2) to retrieve their identifiers, and then, (3) to query about 
servers that serve data with these identifiers. 
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4 Mapping SDI metadata to RDF 

The annotation of geographic resources is based on the concept of meta-
data. Metadata are information and documentation that enable data to be 
understood, shared and exploited effectively by all users over time. As 
mentioned in Nebert (2004), the geographic metadata help geographic in-
formation users to find the data they need and determine how to use. 

One of the main goals of the creation of geographic metadata is the re-
use of organization’s data by publishing its existence through catalogue 
metadata records that conveys information about how to access and use the 
data (FGDC, 2000). In the context of European SDI, the information is 
conveyed as ISO 19115 / ISO 19119 metadata records represented in 
XML. However, RDF is the lingua franca for the metadata interchange in 
the Semantic Web. The publication of SDI metadata in the Semantic Web 
requires a mapping from the metadata schema to the RDF data model.  

4.1 The RDF data model 

RDF is a metamodel for expressing metadata about resources. A resource 
may be an abstract concept, a real world concept or a digital asset such as 
an entire Web site. The RDF provides a simple model to describe relation-
ships between resources in terms of properties associated with a name and 
a set of values. The RDF conceptual model is a graph-based model with 
directed labelled arcs. The nodes of the graph are resources, named or 
blank, and values, also known as literals. Each named node has an associ-
ated URI that uniquely identifies the node. The rules of the arcs, known as 
triples, are:  
• The subject, that is, the origin of the arc, is a resource. 
• The property or predicate, that is, the label of the arc, is a named re-

source. 
• The object, that is, the target of the arc, is a resource or a literal 

There are two kinds of literals: plain and typed. A plain literal is a char-
acter string that optionally has a tag that documents the language of the 
character string. A typed literal is a pair composed by a value encoded as a 
character string, and the data type, which defines both the semantics of the 
value and the syntax of the encoding. For the declaration and the interpre-
tation of these properties, the RDF Schema (RDFS) provides a language to 
define and restrict the interpretation of the RDF vocabularies 
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DC 
property 

ISO 19115:2003 
property mapping 

RDF  
property 

RDF  
property range 

Contributor MD_Metadata.identificationInfo. 
MD_DataIdentification.credit 

dct:contributor Agent 

Coverage  MD_Metadata.identificationInfo. 
MD_DataIdentification.extent. 
EX_Extent.geographicElement. 
EX_GeographicBoundingBox 

dct:spatial Location 
 

Creator MD_Metadata.identificationInfo.  
MD_DataIdentification.citation. 
CI_Citation.CitedResponsibleParty. 
CI_ResponsibleParty.  
OrganisationName[role="originator"] 

dct:creator Agent 

Date MD_Metadata.identificationInfo. 
MD_DataIdentification.citation.  
CI_Citation.date.CI_Date 

dct:modified Typed literal (date) 

Description MD_Metadata.identificationInfo. 
MD_DataIdentification.abstract 

dct:abstract Plain literal 

Format MD_Metadata.distributionInfo. 
MD_Distribution.distributionFormat. 
MD_Format.name 

dct:format MediaType 

Identifier MD_Metadata. MD_Distribution.   
MD_DigitalTransferOption.onLine   
CI_OnlineResource.linkage.URL 

dct:identifier Plain literal 

Language MD_Metadata.identificationInfo. 
MD_DataIdentification.language 

dct:language LinguisticSystem 
 

Publisher MD_Metadata.identificationInfo. 
MD_DataIdentification.citation. 
CI_Citation.CitedResponsibleParty.  
CI_ResponsibleParty.  
OrganisationName. [role="publisher"] 

dct:publisher Agent 

Relation - dct:relation Resource  
Rights - dct:rights RightsStatement 
Source MD_Metadata.dataQualityInfo. 

DQ_DataQuality.lineage. LI_Lineage. 
source. LI_Source.description 

dct:source Resource 

Subject MD_Metadata.identificationInfo. 
MD_DataIdentification.topicCategory.  

dct:subject Resource 

Title MD_Metadata.identificationInfo.  
MD_DataIdentification.citation. 
CI_Citation.title 

dct:title Plain literal 

Type MD_Metadata.hierarchyLevel rdf:type Class 

Table 1: CWA 14857: Crosswalk ISO 19115 – Dublin Core; the prefix dct: maps 
to the http://purl.org/dc/terms/ namespace; the entities Agent, Location, Me-
diaType, LinguisticSystem and RightsStatement of RDF property range are DCMI 
terms classes. 
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4.2 Expressing geographic metadata in RDF: the Dublin Core 
crosswalk approach 

There are several geographic metadata crosswalks to the Dublin Core vo-
cabulary. Table 1 describes the crosswalk of the geographic metadata ISO 
19115 to the Dublin Core vocabulary defined in CWA 14857 (Zarazaga-
Soria et al., 2003). We propose the use of well-known Dublin Core cross-
walks to implement uniforms mappings from geographic metadata sche-
mas to the RDF data model. This approach consists of three steps: 
• Apply a metadata crosswalk from the original metadata schema to the 

Dublin Core vocabulary. 
• Add additional metadata such as provenance of the record, original in-

formation model or crosswalk identification. 
• Apply the profile for expressing as RDF the metadata terms.  

The output of the crosswalk can be augmented by adding additional 
metadata descriptions that log the crosswalk and the provenance of the 
metadata. Then, this metadata description is transformed to the RDF data 
model by applying a profile for expressing the metadata terms as RDF. 
Table 1 also includes an example of a profile. This table includes for each 
Dublin Core term its mapping to a RDF properties and its range. The RDF 
Dublin Core profiles are different from the XML Dublin Core profiles. 
The DCMI abstract model (DCAM) has a reference model formalized in 
terms of the semantics of the RDF abstract model since 2005 (Powell et 
al., 2007). One of the changes is that properties may have a formal range. 
In the RDF data model, this range can be literal, for example the property 
title, or a resource, for example the property creator. With this approach, 
when the object of a property refers to an entity, it can be properly identi-
fied and described.  

5 The CSW2LD toolkit 

Our approach to solve the drawbacks of CSW is the CSW2LD toolkit. The 
ideas behind the design of the CSW2LD toolkit are presented below. 

5.1 Conceptual model for re-publishing metadata 

The conceptual model can be decomposed as follows: 
• CSW interface model. A metadata repository contains metadata about 

resources. Client applications use CSW requests to query metadata re-
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positories. The CSW requests may generate metadata snapshots that are 
subsets of metadata at the time of the request. The CSW request deter-
mines the amount of information (user defined, brief, summary or full 
records) and the information schema of the metadata snapshot. The 
CSW response contains the realization of the metadata snapshot in a 
supported media format. XML is the only media format that all CSW 
implementations must support.  

• Harvest model. The harvest produces a set of metadata snapshots real-
ized in XML representations. The harvest process asks for metadata re-
cords whose information model can crosswalk to Dublin Core. The CS 
specification defines a common group of metadata elements expressed 
using the Dublin Core vocabulary. CSW defines a default mapping of 
the common group of metadata elements to XML that all CSW imple-
mentations must support. The harvest process queries for the common 
representation if no crosswalk is applicable to the information model of 
the catalogue.  

• Semantic publication model. The harvested representation of the 
metadata snapshot is mapped to the RDF data model and published fol-
lowing the Linked Data principles. The base of the mapping is the 
DCMI recommendation for expressing Dublin Core using RDF (Nilsson 
et al., 2008). The result is a semantic description about a resource that is 
a version of the metadata snapshot that describes the same resource. 
This semantic description is published according to the best practices to 
publish Linked Data on the Web (Bizer et al., 2007). The model as-
sumes that a dereferenceable URI, the semantic URI, can identify the 
resource that the semantic description describes. This semantic URI is 
owned by the responsible of the semantic publication and redirects to an 
URI where user agents can get a RDF representation of the semantic de-
scription. The semantic description, in turn, has the semantic URI as 
subject in its assertions. If the mapping process discovers links between 
the resources, it may replace the original RDF mapping by these seman-
tic URIs. For example, the description of a service may include a brief 
description of the data. Then, this brief description can be replaced with 
the URI that identifies the semantic description of the data. The seman-
tic description may contain a link that encodes a CSW HTTP GET re-
quest equals to the CSW request done in the harvest. Semantic browsers 
and search engines, such as Tabulator (Berners-Lee et al. 2006) and 
Sindice (Tummarello et al., 2007) respectively, can browse and index 
the semantic descriptions, and use the links to navigate to other re-
sources or to retrieve transparently the original metadata description.  
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• Non-semantic publication model. Given the semantic descriptions de-
scribed in the previous point, the model assumes that an URI identifies 
the human-readable representation in HTLM format. The semantic URI 
of a resource may be resolved to this URI if the agent requests a human-
readable representation of its semantic description. This representation 
uses the HTLM element <link> to provide information to navigate al-
ternative representations. At least, it includes a link that points to the 
semantic URI and a link that encodes the CSW HTTP GET request. 
Web browsers and search engines can browse and index respectively 
these representations. In addition, they can use the links to navigate to 
the semantic representations and to retrieve transparently the original 
metadata description. 

5.2 Algorithm for harvesting and publishing a CSW server 

Figure 2 summarizes the process in the context of SDIs where the informa-
tion model of many catalogues is ISO 19115 / ISO 19119. The steps of the 
harvesting process are: 
• Analyze the capabilities of the CSW service to discover the information 

models served and the levels of amount of information. 
• Fetch identifiers of new and updated records with the CSW GetRe-
cords operation. 

• Retrieve new and updated records using the GetRecordById opera-
tion; request ISO 19115 / ISO 19119 information models if they are 
available. 

• Crosswalk to the Dublin Core vocabulary if the requested information 
model is not the common information model. 

• Map the set of Dublin Core metadata terms to the RDF data model. 
• Generate or update the human readable and machine-readable represen-

tations from the RDF graphs. 
The GetRecords operation does a search and returns piggybacked 

metadata. The harvest process uses the GetRecords operation to deter-
mine the number of metadata records to retrieve, and to obtain piggy-
backed unique identifiers for retrieve metadata records. Optionally, along 
with the identifier, the harvester process can ask for the creation or update 
date of the record within the catalogue. The identifiers, and, if available, 
the creation or update date, are compared with the previous harvest of the 
same repository to detect new and updated records to retrieve. Deleted re-
cords may be kept for archiving reasons. 
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Fig. 2: Overview of the republish process of CSW served catalogues in terms of 
metadata representations. 

The current implementation implements a crosswalk described in No-
gueras-Iso et al. (2004). The available formats for the machine readable 
and human readable representations are RDF/XML, N3, TURTLE and 
XHTML with RDF annotations (RDFa) for the former, and HTML and 
XHTML for the later. 

The harvest process configures an Apache HTTP server for publishing 
the representations following the conventions of Linked Data (Berrueta et 
al, 2008). The configuration enables the server to publish machine-
processable and human-readable representations. Figure 3 shows the core 
logic of the redirection and content negotiation implemented in the con-
figuration. If the URI matches the web folder, the server returns a 303 
See other response that locates an HTML that informs the user agent 
about the metadata records exposed in the folder. If the URI matches with 
a resource contained in the web folder, the server identifies the resource 
and returns with a 303 See other the location of the representation 
that matches the kind of representation requested. The harvest process also 
creates the index document. It contains hyperlinks to the URIs of the rep-
resentations of the semantic descriptions with a summary of the informa-
tion such as title and keywords. If the catalogue is large, the harvest proc-
ess creates multiple index documents linked each other simulating 
pagination and modifies the redirection logic. 
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Fig. 3: Redirection and content negotiation algorithm. 

5.3 Enabling transparent access to the metadata repository 

One on the goals of the CSW2LD toolkit is to provide transparent access 
to CSW served repositories. Transparent access and provenance metadata 
are related concepts in the CSW2LD toolkit. Each semantic description in-
cludes a simple provenance description as a triple with an 
rdfs:seeAlso predicate whose subject is the semantic URI and the ob-
ject is a CSW HTTP GET request. The information content of the semantic 
description may include additional information about the metadata snap-
shot, for example, the retrieval date. 

Figure 4 shows how semantic aware user agents can access transpar-
ently to the metadata repository. The user agent can discover the semantic 
URL of a resource in a semantic search engine. Then, it can retrieve its 
semantic description. After processing the content, the user agent can re-
quire additional information. The semantics of RDF says that this might be 
found traversing the rdfs:seeAlso property. As the target is a com-
plete CSW HTTP GET request, the user agent can retrieve a XML repre-
sentation of the original metadata. 
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Fig. 4: A semantic user agent can access to the content of the metadata repository 
without previous knowledge of CSW. 

6 Conclusions 

This paper presents the CSW2LD toolkit: a software component that re-
publishes according to the Linked Data metadata from repositories acces-
sible through CSW. Applied to SDI metadata catalogues, the CSW2LD 
toolkit exposes the description of SDI assets as dereferenceable Web re-
sources, and allows search engines to index them. On the other hand, the 
published RDF description of metadata records and resources is not stan-
dard, and can be semantically inaccurate. The main reasons lie on the lack 
of standards mappings from geographic metadata schemas to the RDF 
model, and the heterogeneity of communities targeted by CSW. 

Future versions of the CSW2LD toolkit should include additional tech-
nical features, such as additional crosswalks, and functional features, such 
as the generation of links between the metadata and existing thesauri and 
ontologies, augment the meta-metadata available about the provenance and 
quality of the exposed information, and describing the exposed data as ag-
gregations. 
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